ABSTRACT

There is a class of database descriptions, involving one "acyclic" join dependency and a collection of functional dependencies, and nothing else, that appears powerful enough to describe most any real-world body of data in relational database terms. Further, this class has many desirable properties. Some properties make operations like updates and the selection of joins to implement a query over a universal relation especially easy. Other properties of interest were studied by other researchers who described the same class in radically different terms, and found desirable properties in their own contexts. It is the purpose of this paper to define the class formally, to give its important properties and the equivalences with the other classes mentioned, and to explain the importance of each property. This paper is intended to summarize the results that will appear in more detail in [FMU] and [BFMY].

I. Definitions

A relational database scheme consists of a universal set of attributes \( U \) and a set of "dependencies." The attributes in \( U \) are names for the components (columns) of relations in the database, and the dependencies, in the most general sense, are simply subsets of the set of all possible relations over \( U \). The purpose of asserting dependencies is to limit the set of relations that could be the "current value" of the database; by doing so we may be able to use database organizations that we could not use if we knew nothing about what might appear in the database. The most common forms of dependencies are functional dependencies (FD's) and multivalued dependencies (MVD's).

Functional dependencies are denoted syntactically by \( X \rightarrow Y \), where \( X \) and \( Y \) are (not necessarily disjoint) subsets of \( U \), the set of all attributes. The semantics of FD's is as follows. We say that a relation \( R \) satisfies FD \( X \rightarrow Y \) if whenever \( R \) has two tuples that agree on all the attributes in \( X \), those tuples also agree on the attributes in \( Y \). Thus, \( X \rightarrow Y \) defines a subset of all possible relations over \( U \), those relations that satisfy \( X \rightarrow Y \).

In database theory, a tuple is formally regarded as a mapping from attributes to values, rather than as a list of component values, although the latter viewpoint is handy when the order of the attributes in the list is understood. We often use \( t[Z] \), where \( t \) is a tuple and \( Z \) is a set of attributes, to stand for \( t \) restricted to domain \( Z \), that is, the components of \( t \) for the attributes in \( Z \). Thus the meaning of \( FD X \rightarrow Y \) for a relation \( R \) can be stated more precisely as:

if \( t_1 \) and \( t_2 \) are in \( R \), and \( t_1[X] = t_2[X] \),
then \( t_1[Y] = t_2[Y] \).

Multivalued dependencies are denoted syntactically by \( X \rightarrow Y \). The meaning of this dependency is that if relation \( R \) satisfies the dependency, then for every \( t_1 \) and \( t_2 \) in \( R \), if \( t_1[X] = t_2[X] \) then there exists \( t_3 \) in \( R \) such that:

1. \( t_3[X] = t_4[X] = t_5[X] \),
2. \( t_3[Y] = t_4[Y] \), and
3. \( t_3[U - X - Y] = t_5[U - X - Y] \).

Less formally, whenever we have two tuples that agree on \( X \), we can interchange their values for the attributes in \( Y \), as a group, and be assured that the two new tuples are also in \( R \).

Example 1: Consider the relation \( R \) in Fig. 1, where \( U = \{ A, B, C, D \} \). The FD \( AC \rightarrow D \) holds in \( R \). In proof, note that the first and fourth tuples agree on...
both $A$ and $C$, but they also agree on $D$. Similarly, the second and third tuples agree on $A$ and $C$, but also on $D$. No other pairs of tuples agree on $A$ and $C$.

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 1. The relation $R$.

The FD $CD \rightarrow B$ fails to hold, since the second and third tuples agree on $C$ and $D$, but not on $B$.

For example, if $t_1$ and $t_2$ are the first two tuples in Fig. 1, then we may check that the tuple $t_3$, where $t_3[A] = t_1[A] = 0$, $t_3[B] = t_1[B] = 1$, and $t_3[CD] = t_2[CD] = 1, 4$, is present; it is row three. 

A join dependency is denoted syntactically by

$$\triangleright d(R_1, \ldots, R_n)$$

where each $R_i$ is a set of attributes (called an object). To describe the meaning of a join dependency, we need to define projection and join. The projection of a relation $R$ onto a set of attributes $S \subseteq R$, denoted $\pi_S(R)$, is the set of tuples in $R$ restricted to $S$, that is, $\{ t[S] \mid t \text{ is in } R \}$. For example, the projection of $R$ in Fig. 1 onto the set of attributes $\{ A, B \}$ is the relation $\{ 01, 02, 05 \}$.

The join of relations $R_1, \ldots, R_n$ is the set of tuples over the union of the attributes of $R_1, \ldots, R_n$, such that the projection of the tuple onto each $R_i$ is present in that relation. We can write

$$R_1 \triangleright d \cdot \triangleright d \cdots \triangleright d R_n = \{ t \mid (\forall i)(t[R_i] \text{ is in } R_i) \}$$

Note that the above purposely confuses the set of attributes over which a relation is defined (the relation scheme) with the name of that relation. This convention is useful and, we trust, not really confusing.

Now, we say a relation $R$ satisfies the join dependency $\triangleright d(R_1, \ldots, R_n)$ if $R = \pi_R((R_1)\triangleright d \cdot \triangleright d \cdots \triangleright d (R_n))$, that is, when we project $R$ onto the sets of attributes $\{ R_i \}$, then join the results, we get back no more than we started with.

Example 2: The relation of Fig. 1 satisfies the join dependency $\triangleright d(AB, BC, CD)$, as the reader may check. It does not satisfy $\triangleright d(AB, AC, AD)$. For example, the projection onto $AB$ includes the tuple $01$, the projection onto $AC$ includes $02$, and the projection onto $AD$ includes $04$. Thus, the join of the three projections includes $0124$, a tuple that is not in $R$ of Fig. 1.

Note that the multivalued dependency is a special case of the join dependency. That is, the multivalued dependency $X \rightarrow Y$ in the set of attributes $U$ is equivalent to the join dependency

$$\triangleright d(XY, X(U - X - Y))$$

II. Join Dependencies and Hypergraphs

A hypergraph is a pair $(\mathcal{N}, \mathcal{E})$, where $\mathcal{N}$ is a set of nodes, and $\mathcal{E}$ a set of edges, which are arbitrary subsets of $\mathcal{N}$. An ordinary graph is, of course, a hypergraph whose every edge is of size 2.

The hypergraph of a join dependency

$$j = \triangleright d(R_1, \ldots, R_n)$$

has a set of nodes corresponding to the attributes mentioned in one or more of the $R_i$’s, and a set of edges $\{ R_1, \ldots, R_n \}$.

To begin, let us give some terminology for hypergraphs. A path from node $p$ to node $q$ is a sequence of $k \geq 1$ edges $E_1, \ldots, E_k$ such that

1. $p$ is in $E_1$.
2. $q$ is in $E_k$.
3. for all $1 \leq i < k$, $E_i \cap E_{i+1}$ is nonempty.

We also say the above sequence of edges is a path from edge $E_1$ to edge $E_k$.

Two nodes (or attributes) are connected if there is a path from one to the other. Similarly, two edges are connected if there is an edge path from one to the other. A set of nodes or edges is connected if every pair is connected.

Let $(\mathcal{N}, \mathcal{E})$ be a hypergraph. Its reduction $(\mathcal{N}, \mathcal{E}')$ is obtained by removing from $\mathcal{E}$ each edge that is a proper subset of another edge. A hypergraph is reduced if it equals its reduction, that is if no edge is a subset of another edge. In what follows, we shall assume that a hypergraph is reduced unless stated otherwise. Note that the join dependency of a hypergraph and the join dependency of its reduction are logically equivalent [HMSU].

Let $\Theta$ be a set of edges of the hypergraph $(\mathcal{N}, \mathcal{E})$. The set of partial edges generated by $\Theta$ is obtained by intersecting the edges in $\mathcal{E}$ with $\Theta$, that is

$$\{(E \cap \Theta) \mid E \text{ is in } \mathcal{E} \}$$

and then taking the reduction of this set of edges. The set of partial edges generated from $(\mathcal{N}, \mathcal{E})$ by some set $\Theta$ is said to be a node-generated set of partial edges.

Let $\mathcal{F}$ be a connected set of partial edges, and let $E$ and $F$ be in $\mathcal{F}$. Let $Q = E \cap F$. We say that $(E, F)$ is an articulation pair, and that $Q$ is an articulation set of $\mathcal{F}$, if the result of removing $Q$ from every edge in $\mathcal{F}$ is not a connected set of partial edges. Evidently, an articulation set in a hypergraph is a generalization of the concept of an articulation point in an ordinary graph.
A block of a reduced hypergraph is a connected, node-generated set of partial edges with no articulation set. A block is trivial if it consists of a single (partial) edge. A reduced hypergraph is acyclic if all its blocks are trivial; otherwise it is cyclic. A hypergraph is said to be cyclic or acyclic precisely if its reduction is.

Example 3: It is straightforward to verify that Fig. 2 shows an acyclic hypergraph. Its edges are $ABC, CDE, EFA,$ and $ACE$. An articulation set for the set of all edges is $ABC \cap ACE = AC$, since the result of removing $A$ and $C$ from each edge is to leave the set of edges $B, DE, EF,$ and $E$, which is not connected ($B$ is disconnected from the others). Note that the set of edges $\{ABC, CDE, EFA\}$ has no articulation set. However, this set of edges is not node-generated, so there is no contradiction of our assertion that Fig. 2 is acyclic.

We now define another equivalent notion of acyclic hypergraphs, which we call “closed-acyclic.” The advantage of dealing with the latter definition is that it is never necessary to consider partial edges that are not edges.

Let $(N, \mathcal{E})$ be a hypergraph, and let $\mathcal{F}$ be a subset of $\mathcal{E}$. Let $M$ be the set of nodes that is the union of the members of $\mathcal{F}$. We say $\mathcal{F}$ is closed if for each edge $I$ of the hypergraph, there is an edge $G$ in $\mathcal{F}$ such that $I \cap M \subseteq G$. Note that every closed set of edges is a node-generated set of partial edges, generated by $M$.

We say that a reduced hypergraph is closed-acyclic if every nontrivial, connected, closed set of edges has an articulation set. A hypergraph is said to be closed-acyclic precisely when its reduction is. Since every closed set of edges is a node-generated set of partial edges, it follows immediately that every acyclic hypergraph is closed-acyclic. The converse is also true and is proved in [BFMY].

Another equivalent notion of acyclicity in hypergraphs is captured by the following definition. The graph of a hypergraph $H$ is the ordinary graph $G(H)$ with the same set of nodes as $H$ and an edge between every two nodes that are in the same hyperedge of $H$.

We say that a hypergraph $H$ is chordal if

1. $G(H)$ is chordal, and
2. For every set $M$ of nodes that forms a clique in $G(H)$ there is a hyperedge of $H$ that contains $M$.

III. Universal Relations

It is a convenience to the user if he can perceive the database as one relation over all the attributes. He is then spared concern over the details of database structure, specifically, which sets of attributes are actually used to head the columns of relations. The disadvantage is that unless additional semantic clues are available, the system cannot unambiguously interpret queries over the universal relation. [ABU] explains the rationale for the lossless join criterion for selecting interpretations of queries over the universal relation, [KU] explains how a language to query about the universal relation might be supported, and [KE] and [BG1] give some of the problems that come up when trying to use the universal relation as a world view.

We claim that in almost any “real world” situation, a single join dependency suffices, together with some functional dependencies, to define the legal relations that might be the universal relation at some time. This assumption leads to a great simplification in the algorithms needed to interpret queries and to perform updates on the universal relation in a way that can be reflected in the actual relations of the database in a sensible manner. The following example shows how the single join dependency reflects much of our intuitive understanding of what the universal relation “means.” Additional examples are given in [FMU]. Interestingly, the use of one join dependency to define the universal relation is very close to the ideas of [L1, L2] concerning what entity-relationship and Bachman diagrams mean as descriptions of the real world.

Example 4: Suppose we have attributes $CTHRSG$, standing for course, teacher, hour, room, student, and grade, respectively. The example comes from [U], where the intuition (not stated formally in these terms) is that there is a universal relation of 6-tuples

$$\{c\theta rs g \mid t \text{ teaches } c, \text{ c meets in } r \text{ at hour } h, \text{ and student } s \text{ is getting grade } g \text{ in course } c\}$$

It is shown in [FMU] that each such definition, where the universal relation is constrained to be defined as above for some values of the arbitrary predicates like “teaches,” or “meets in · · · at,” is equivalent to requiring that the universal relation satisfy one join dependency, whose components are the sets of attributes over which the various predicates are defined. In this example, the universal relation must satisfy the join dependency $\mathcal{D}(CT, CHR, CSG)$. This join dependency, plus a collection of functional dependencies, such as $C \rightarrow T$ and $CH \rightarrow R$, appear to characterize completely the structure of the universal relation in this example. It is our contention that this situation is the rule, rather than the exception.

IV. The Main Theorem

Let us talk about a particular collection of sets of at-
Let \( r_1, \ldots, r_n \) be an arbitrary list of relations over \( \text{sets of attributes } R_1, \ldots, R_n \) respectively. We say that \( r_1, \ldots, r_n \) are pairwise consistent if
\[
\pi_{R_i \cap R_j}(r_i) = \pi_{R_i \cap R_j}(r_j)
\]
for each \( i \) and \( j \). We say that \( r_1, \ldots, r_n \) are globally consistent if there is a relation \( r \) over
\[
R = R_1 \cup \cdots \cup R_n
\]
such that for each \( i \), \( r_i = \pi_{R_i}(r) \). That is, global consistency means that there is a universal relation of which all the \( r_i \)'s are projections.

It is clear that global consistency implies pairwise consistency. However, the converse is false. Let \( r_1, r_2 \), and \( r_3 \) be the relations over sets of attributes \( AB, BC \), and \( AC \), respectively given by: \( r_1 = \{00, 11\}, r_2 = \{00, 11\}, \) and \( r_3 = \{01, 10\} \). It is easy to verify that these relations are pairwise consistent but not globally consistent.

We say pairwise consistency is sufficient for global consistency for a list \( R_1, \ldots, R_n \) of sets of attributes, if every list \( r_1, \ldots, r_n \) of relations over \( R_1, \ldots, R_n \) respectively, is globally consistent if it is pairwise consistent. That is, pairwise and global consistency are equivalent for \( R_1, \ldots, R_n \).

The semijoin of relations \( R \) and \( S \) is \( \pi_{R \cap S}(R \bowtie S) \). A list of relations \( (r_1, \ldots, r_n) \) over \( (R_1, \ldots, R_n) \) is said to have a full reducer if there is a sequence of semijoins of the form \( r_i := \pi_{R_i}(R \bowtie r_j) \) that converts all the \( r_i \)'s into relations that are the projection of a single universal relation over \( N \).

A join forest for \( (R_1, \ldots, R_n) \) is a forest with a set of nodes \( \{ R_1, \ldots, R_n \} \), such that
1. Each edge \((R_i, R_j)\) is labeled by the set of attributes \( R_i \cap R_j \), and
2. For all \( R_i \) and \( R_j \), and for all \( A \) in \( R_i \cap R_j \), there is some path between \( R_i \) and \( R_j \) such that each edge along the path has label \( A \) (possibly among others).

We say \( (R_1, \ldots, R_n) \) has the running intersection property if we can order the \( R_i \)'s as \( S_1, \ldots, S_n \), such that for \( 2 \leq i \leq n \), there exists a \( j_i < i \) such that
\[
S_i \cap (S_1 \cup \cdots \cup S_{i-1}) \subseteq S_{j_i}
\]
That is, the intersection of each \( S_i \) with the union of the previous \( S_j \)'s is contained in one of these.

**Theorem 1:** The following conditions about \( (R_1, \ldots, R_n) \) are equivalent.
1. \((N, \mathcal{E})\) is an acyclic hypergraph.
2. \((N, \mathcal{E})\) is a closed-acyclic hypergraph.
3. \((N, \mathcal{E})\) is a chordal hypergraph.
4. The join dependency \( \triangleright (R_1, \ldots, R_n) \) is equivalent to a set of multivalued dependencies.
5. \((R_1, \ldots, R_n)\) has the running intersection property.
6. The two operations of
   (i) delete from some \( R_i \) an attribute \( A \) that appears in no other \( R_j \), and
   (ii) delete one \( R_i \) if there is an \( R_j \), \( i \neq j \), such that \( R_i \subseteq R_j \),
   if applied repeatedly, reduce the list \((R_1, \ldots, R_n)\) to nothing.
7. Pairwise consistency is sufficient for global consistency for \( R_1, \ldots, R_n \).
8. Every list of relations for \((R_1, \ldots, R_n)\) has a full reducer.
9. \((R_1, \ldots, R_n)\) has a join forest.

**Proof:** In the appendix, we give the details of the proof that (1) and (4) are equivalent. In general, the various proofs that (1) implies the other conditions can be made by using the fact that any acyclic hypergraph can be broken into two or more pieces by an articulation set, and the resulting pieces, with the nodes of the articulation set restored, if necessary, to make full edges of the original hypergraph, are also acyclic. Thus, many properties follow by a "divide-and-conquer" type argument.

The equivalence of (1) and (4) is from [FMU]. [G] showed that (6) implies (7).† The equivalence of (8) and (9) is from [BG2]. The equivalence of (7) and (8) is from [H], while the remaining equivalences are from [BFMY].

We shall mention one other result, whose terms we shall not even define here, that relates the notion of acyclic hypergraphs to a concept that has appeared in the literature.

**Theorem 2:** A set of multivalued dependencies is "conflict free" in the sense of [L1] if and only if they are logically equivalent to a single join dependency with an acyclic hypergraph. []

**V. Significance of Results**

If the relations of a relational database are defined over sets of attributes that have an acyclic hypergraph, then there is no ambiguity regarding interpretations of queries that connect two or more attributes. That is, there is a unique minimal set of relations that need to be joined to get a relation with a set of attributes that includes the attributes involved in the query. It is natural to suppose that this minimal set is the cod...
The desirability of sets of multivalued dependencies that are equivalent to a single join dependency was discussed in [Sc2]. The points made there depend on the detailed analysis of the way the semantic notion of "objects" interacts with multivalued dependencies and with the insertion and deletion of information in the database, which analysis was done in [Sc1]. The notion of "conflict freedom," from [L1], is another attempt to put restrictions on sets of multivalued dependencies that avoid problems in the definitions of how the database is to be updated, and also an attempt to establish the equivalence between relational descriptions of the real world and descriptions in more "classical" terms, such as Dacman diagrams (directed graphs on collections of attributes).

Conditions (8) and (9) about full reducers and join trees were motivated not by issues of the structure of databases, but by the problem of implementing a query efficiently in a distributed database. On the assumption that each relation is at a different site, and communication must be minimized, it is frequently advantageous to perform semijoins first, sending only projections of relations from site to site, until the relations have been reduced to the point that every remaining tuple actually participates in the join with one or more tuples from the other relations. At that time, the reduced relations can be shipped to a single site, and their join taken [BG2].

Condition (7), that pairwise and global consistency be the same, was originally considered as a way of testing whether a collection of relations were the projection of a universal relation. The equivalence of (1) and (7) also says that if the relations of the database satisfy a join dependency with an acyclic hypergraph, we can maintain a universal relation, of which each database relation is the projection, if we agree that nulls will be used where necessary to fill out tuples of the universal relation, as described in numerous works on the subject, such as [KU, L3, M, Sc1, Vas, WJ. When inserting or deleting from some relation Ri, we adjust the universal relation by considering intersections among the tuples of Ri and the other relations, inserting tuples with nulls into those relations only when necessary. In the more general (not necessarily acyclic) case, the problem of adjusting the relations to maintain the property that they are the projection of a universal relation is NP-complete [H Jacques].

Finally, condition (6) is an efficient test for the acyclicity property. Condition (5), the running intersection property, is a convenient tool for proving properties of acyclic hypergraphs, and the equivalence of (1), (2), (3), and (6) is an interesting graph-theoretic fact in its own right.

Appendix

The following is a proof that (1) is equivalent to (4) in Theorem 1.

Lemma 1: Let j = □(R1, ..., Rk) be a join dependency. Suppose that X and Y are disjoint sets of attributes. Then the multivalued dependency X → Y follows logically from j if and only if Y is the union of some connected components of the hypergraph of j with the set of nodes X deleted.

Lemma 2: Let H = ⟨N, E⟩ be a hypergraph, G a closed subset of E, and M the set of nodes of G. Let F be a closed subset of H. Then F is also a closed subset of M.

Let F be a closed connected set of two or more edges in an acyclic hypergraph. Since F is a node-generated set of partial edges (generated by the full set of nodes), there is an articulation set Q for F. The edges in E can thus be partitioned into nonempty sets X1, ..., Xk, k ≥ 2, such that:

1. each edge of F is in exactly one Xi,
2. Yi → Q is connected for each i, and
3. if E1 is an edge in Xi and E2 is an edge in Xj, i ≠ j, then E1 ∩ E2 ⊆ Q.

The fact that such a partition exists is exactly what we mean by saying that Q is an articulation set of F. Each Xi is obtained by taking one of the connected components of F - Q and adding back to each edge its intersection with Q. We call each Xi a component of F after articulation by Q.

We now give the proof of the following.

Theorem 1: (1) equivalent to (4) if MVD(j) is logically equivalent to j if and only if j's hypergraph is acyclic.

Proof: If: Evidently, j implies MVD(j), so we need only to prove that j follows from MVD(j). Without loss of generality, we assume that j's hypergraph is reduced. We use the tableau test of [MMS] and prove that if we chase the tableau of j with MVD(j), then we obtain a row of distinguished symbols ("a's") in all of the attributes.

We can assume that the hypergraph is connected. In proof, note that if the theorem holds for connected components, then, since by Lemma 1, 0 → X for every connected component X, we can form a row of all a's from the rows with a's in the connected components.

We shall now define, inductively on i, certain closed subsets of edges to be i-level components and i-level augmented components. We start the induction by letting the set of all edges be the unique 0-level component and the unique 0-level augmented component.

† We use ξ = Q to mean the set of partial edges generated from set of edges ξ by the set of nodes consisting of all the nodes in members of ξ except those in Q.
Suppose that we have defined \((i - 1)\)-level components and augmented components, \(i \geq 1\). Assume inductively that each \((i - 1)\)-level augmented component is closed. We now define the \(i\)-level components and augmented components. If \(P\) is an \((i - 1)\)-level augmented component with exactly one edge, then \(P\) is also an \(i\)-level component and augmented component.

If \(P\) is an \((i - 1)\)-level augmented component with more than one edge, then since \(i\) is acyclic, there is an articulation pair \((E, F)\) in \(P\), since by the inductive hypothesis, \(P\) is closed, and therefore, node-generated. Let \(\mathcal{H}_1, \ldots, \mathcal{H}_k\) be the components of \(P\) after articulation by \(E \cap F\). For each \(m\), \(1 \leq m \leq k\), define \(\mathcal{H}'_m\) to be \(\mathcal{H}_m\) if \(\mathcal{H}_m\) contains one or both of the edges \(E\) or \(F\), and \(\mathcal{H}'_m = \mathcal{H}_m \cup \{E\}\) otherwise. Each \(\mathcal{H}_m\) is an \(i\)-level component, and each \(\mathcal{H}'_m\) is an \(i\)-level augmented component.

By construction, each \(\mathcal{H}'_m\) contains either \(E\) or \(F\). We now show that each \(\mathcal{H}'_m\) is closed. It is sufficient, by Lemma 2, to show that \(\mathcal{H}'_m\) is a closed subset of the closed subset \(P\). Let \(\mathcal{M}_m\) be the set of nodes appearing in \(\mathcal{H}'_m\), and let \(I\) be an edge of \(P\). We must show that \(I \cap \mathcal{M}_m \subseteq G\) for some \(G\) in \(\mathcal{H}_m\). If \(I\) is in \(\mathcal{H}_m\), then let \(G = I\). Suppose \(I\) is not in \(\mathcal{H}_m\). We know that the unaugmented component \(\mathcal{H}_m\) is a connected component of \(P\) after articulation by \(E \cap F\). Thus, as \(I\) is in \(P\) but not in \(\mathcal{H}'_m\), we know that its intersection with edges of \(\mathcal{H}'_m\), if any, is limited to the articulation set, that is, \(I \cap \mathcal{M} \subseteq E \cap F\). Thus, we can take \(G\) to be whichever of \(E\) and \(F\) is in \(\mathcal{H}_m\).

We call each \(\mathcal{H}'_m\) a child of \(P\), and we call \(P\) the father of \(\mathcal{H}'_m\). The transitive closure of the father relation is the ancestor relation. It is straightforward that each child has strictly fewer edges than its parent. It follows by induction on \(i\) that each \(i\)-level augmented component has at most \(n - i\) edges, if \(n\) is the number of edges in the original hypergraph. In particular, the \((n - 1)\)-level augmented components are precisely the singleton sets \(\{G\}\) for each edge \(G\) of the original hypergraph.

Assume as before that \(P\) is an \((i - 1)\)-level augmented component with \((E, F)\) as articulation pair, and that \(\mathcal{H}_1, \ldots, \mathcal{H}_k\), \(k \geq 2\), are the components of \(P\) after articulation by \(E \cap F\). We shall now show that

\[(*) \quad (E, F)\] is an articulation pair for the whole hypergraph \(H\), and that each of \(\mathcal{H}_1, \ldots, \mathcal{H}_k\) is contained in a distinct component of \(H\) after articulation by \(E \cap F\).

If \(i = 1\), that is, if \(P\) is the 0-level augmented component, which contains every edge, then \((*)\) is immediate. Assume that \(P\) has a father \(R\). We shall show that \((E, F)\) is an articulation pair for \(R\), and that each of \(\mathcal{H}_1, \ldots, \mathcal{H}_k\) is contained in a distinct component after articulation of \(R\) by \(E \cap F\). Then \((*)\) follows easily by induction on the level of \(R\).

Assume by way of contradiction that \(\mathcal{H}_1\) and \(\mathcal{H}_2\) are in the same component after articulation of \(R\) by \(Q = E \cap F\). Pick edge \(G_1\) in \(H_1\) and \(G_2\) in \(H_2\). We then know that there is a sequence of edges \(X_1, \ldots, X_t\) of \(R\), where

1. \(G_1 = X_1\)
2. \(G_2 = X_t\), and
3. \(X_m \cap X_{m+1}\) is not wholly contained within \(Q\), for \(1 \leq m < t\).

We know that some \(X_m\) is not in \(P\), since \(H_1\) and \(H_2\) are distinct components of \(P\) after articulation by \(Q\). Let \(u\) be the minimum value of \(m\), and \(v\) the maximum value of \(m\) such that \(X_m\) is not in \(P\). Then \(1 < u \leq v < t\).

Let \((C, D)\) be the articulation pair of \(R\) that led to the creation of \(P\). Then \(P\) contains at least one of \(C\) and \(D\); by renaming if necessary, assume it is \(C\). Consider the sequence of edges

\[X_1, X_2, \ldots, X_{u-1}, C, X_{u+1}, \ldots, X_t\]

in which we have "spliced" \(C\) in place of \(X_u, \ldots, X_v\). Every edge in this sequence is in \(P\). To derive a contradiction, we need only show that this path is in one in which each consecutive pair has a point in common that is not in \(Q = E \cap F\), for we know that \(X_1 = G_1\) and \(X_t = G_2\), but \(G_1\) and \(G_2\) are supposed to be in distinct components of \(P\) after articulation by \(Q\).

By condition (3), above, on the sequence of edges, we already know that

\[X_m \cap X_{m+1} \neq Q\]

is not empty for \(1 \leq m < n - 1\) and for \(u < m < t\). Thus, we need only show that sets \(X_u-1 \cap C \neq Q\) and \(X_{v+1} \cap C \neq Q\) are nonempty. We know that there is some node \(d\) in \(X_{u-1} \cap X_u - Q\), for \(u < m < t\) above. Now \(X_{u-1}\) and \(X_u\) are both in \(R\), but they are not in the same child of \(R\), since \(X_{u-1}\) is in \(P\), but \(X_u\) is not. So, since \(d\) is in \(X_{u-1} \cap X_u\), we know that \(d\) is in \(C \cap D\). We already know that \(d\) is in \(X_{u-1} \cap X_u - Q\), so \(d\) is in \(X_{u-1} \cap C - Q\). Hence, \(X_{u-1} \cap C - Q\) is nonempty. By an identical argument, \(X_{v+1} \cap C - Q\) is nonempty, as was to be shown. We have now shown that if \(P\) is an \((i - 1)\)-level augmented component with \((E, F)\) as articulation pair, and with \(\mathcal{H}_1, \ldots, \mathcal{H}_k\) as the components of \(P\) after articulation by \(E \cap F\), then \((E, F)\) is an articulation pair for the whole hypergraph \(H\), and that each of \(\mathcal{H}_1, \ldots, \mathcal{H}_k\) is contained in a distinct component of \(H\) after articulation of \(H\) by \(E \cap F\).

We now prove by reverse induction on \(i\) that if we chase the tableau of the join dependency \(j\) with
we saw, every \((n - 1)\)-level augmented component is a single edge. We assume the result for \(i\), \(i \geq 1\), and show it for \(i = 1\).

Let \(P\) be an \((i - 1)\)-level augmented component, and let \(Y_1, \ldots, Y_k\) be its components after articulation as above, by \(E \cap F\). Let \(Y_1', \ldots, Y_k'\) be the corresponding augmented components. By the inductive hypothesis, for each \(m, 1 \leq m \leq k\), there is a row \(r_m\) in the chased tableau with distinguished symbols in all the attributes of \(Y_m'\). We just proved that \(E \cap F\) is an articulation set of the whole hypergraph, and that each \(Y_m\) is in a distinct component after articulation of the hypergraph by \(E \cap F\). It follows easily that chasing the rows \(r_1, \ldots, r_k\) using multivalued dependencies with left hand side \(E \cap F\), we obtain a row with distinguished symbols in all the attributes of \(P\).

This completes the induction step. In particular, it follows that there exists in the chased tableau a row with distinguished symbols in every attribute of the 0-level augmented component, that is, in every attribute whatsoever, as was to be shown.

*Only if:* Let the hypergraph of \(j\) be cyclic. Then there is a set \(M\) of nodes such that the set \(R_1, \ldots, R_m\) of partial edges generated by \(M\) has no articulation set, and \(m \geq 2\). We shall show by induction on the number of rows added when chasing the tableau of \(j\) according to the set of multivalued dependencies \(MVD(j)\), that the projection of any row onto the columns for \(M\) is the projection of a row that existed at the outset of the chase procedure.

The basis, zero rows, is immediate. For the inductive assumption, suppose that at some time we can use the multivalued dependency \(X \rightarrow Y\) in \(MVD(j)\) to produce a row whose projection onto set of attributes \(M\) differs from the projections onto \(M\) that already exist. Let \(Z\) be all the attributes not in \(X\) or \(Y\). Let \(r_1\) and \(r_2\) be the pair of rows to which \(X \rightarrow Y\) is applied to generate, for the first time, a new projection onto \(M\). So by the inductive assumption, \(\pi_M(r_1) = \pi_M(s_1)\) and \(\pi_M(r_2) = \pi_M(s_2)\) for some rows \(s_1\) and \(s_2\) of the original tableau. Now \(\pi_M(r_1) \neq \pi_M(r_2)\), or else a new projection onto \(M\) could not be generated from these rows by a multivalued dependency. Thus \(\pi_M(s_1) \neq \pi_M(s_2)\), and so \(s_1 \neq s_2\).

Assume that \(s_1\) corresponds to the set of attributes \(S_1\) (that is, the distinguished symbols of \(s_1\) appear in exactly the columns for the attributes in \(S_1\)), and similarly, \(s_2\) corresponds to \(S_2\). Then \(s_1\) and \(s_2\) agree precisely on \(S_1 \cap S_2\). We know that \(S_1 \cap M = R_p\) and that \(S_2 \cap M = R_q\) for some \(p\) and \(q\), because \(R_1, \ldots, R_m\) is the node-generated set of partial edges generated by \(M\). So \(\pi_M(s_1)\) and \(\pi_M(s_2)\) agree precisely on \(S_1 \cap S_2 \cap M = R_p \cap R_q\).

Thus \(\pi_M(r_1)\) and \(\pi_M(r_2)\) agree precisely on \(R_p \cap R_q\). To apply the multivalued dependency \(X \rightarrow\rightarrow Y\) to \(r_1\) and \(r_2\) and get something new, rows \(r_1\) and \(r_2\) must at least agree on \(X\). So \(\pi_M(r_1)\) and \(\pi_M(r_2)\) must agree on \(M \cap X\). Since we showed that \(\pi_M(r_1)\) and \(\pi_M(r_2)\) agree precisely on \(R_p \cap R_q\), it follows that \(M \cap X \subseteq R_p \cap R_q\); that is, \(R_p \neq R_q\), because if \(R_p = R_q\), then \(S_1 \cap M = S_2 \cap M\), whereupon \(\pi_M(s_1) \neq \pi_M(s_2)\), a contradiction.

Since \(R_1, \ldots, R_m\) forms a block, we know that deletion of \(R_p \cap R_q\) does not disconnect these partial edges. But \(M \cap X \subseteq R_p \cap R_q\). Thus, the deletion of \(X\) does not disconnect these partial edges. We may conclude from Lemma 1 that either \(M \subseteq XY\) or \(M \subseteq XZ\). As a result, applying the multivalued dependency \(X \rightarrow Y\) produces only rows whose projection onto \(M\) already existed in another row, and \(j\) is not possible that this application of \(X \rightarrow Y\) is the first to produce a row that has \(a\)'s in a set of columns of \(M\) that is not a subset of the columns for any \(R_i\).

We conclude that the chase process never introduces any new projections of rows onto \(M\). Thus, each projected row has \(a\)'s only in a set of columns that is contained in some \(R_i\), \(1 \leq i \leq m\). Unless \(M\) is a subset of an edge of the hypergraph for \(j\), in which case the block is trivial, contrary to hypothesis, none of these rows have \(a\)'s in all the rows of \(M\). Thus certainly we do not, by chasing, produce a row with \(a\)'s everywhere, and we conclude that \(j\) cannot be inferred from \(MVD(j)\).
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