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Abstract

When generating codes for today’s multimedia extensions, one of the major challenges is to deal with memory alignment issues. While hand programming still yields best performing SIMD codes, it is both time consuming and error prone. Compiler technology has greatly improved, including techniques that simdize loops with misaligned accesses by automatically rearranging misaligned memory streams in registers. Current techniques are applicable to runtime alignments, but they aggressively reduce the alignment overhead only when all alignments are known at compile time.

This paper presents two major enhancements to the state of the art, improving both performance and coverage. First, we propose a novel technique to simdize loops with runtime alignment nearly as efficiently as those with compile-time misalignment. Runtime alignment is pervasive in real applications because it is either part of the algorithms, or it is an artifact of the compiler’s inability to extract accurate alignment information from complex applications. Second, we incorporate length conversion operations, e.g., conversions between data of different sizes, into the alignment handling framework. Length conversions are pervasive in multimedia applications where mixed integer types are often used. Supporting length conversion can greatly improve the coverage of simdizable loops. Experimental results indicate that our runtime alignment technique achieves a 19% to 32% speedup increase over prior art for a benchmark stressing the impact of misaligned data. We also demonstrate speedup factors of up to 8.11 for real benchmarks over sequential execution.

1 Introduction

Multimedia extensions have become a popular addition to most general-purpose micro-processors as they provide significantly increased processing power at a moderate hardware cost. Existing multimedia extensions are characterized as Single Instruction Multiple Data (SIMD) units that operate on packed, fixed-length vectors, such as MMX/SSE for Intel and VMX/Altivec for IBM/Apple/Motorola. Similar SIMD units can also be found in graphics engines, game consoles, and DSP processors.

While SIMD units are becoming ubiquitous, their impact on mainstream program performance is still under their full potential. This is mainly because of the difficulties to produce SIMD codes either manually by hand or automatically by compilers (referred to as simdization thereafter). Some of these difficulties are unique to simdization because they are the direct result of the more restrictive hardware constraints imposed by today’s SIMD architectures [12].

The alignment constraint of SIMD memory units is such a hardware feature that can significantly impact the effectiveness of simdization. For example, the memory operations in Altivec [5] and others can only access 16-byte contiguous memory from 16-byte aligned addresses. To demonstrate the implication of alignment constraints to simdization, let us consider the simplistic example in Figure 1, where the bases of arrays a, b, and c are aligned.

```plaintext
for (i=0; i<100; i++)
{
    a[i+2] = b[i+1] + c[i+3];
}
```

Figure 1. A loop with misaligned accesses.

As illustrated in Figure 2, due to the alignment constraints of SIMD memory instructions, data involved in the same computation, i.e., a[i+2], b[i+1], c[i+3], are relatively misaligned after being loaded to registers. To produce correct results, these data must be reorganized to reside in the same slot of their corresponding registers prior to performing any arithmetic computation.

Our recently proposed simdization technique [6] and the VAST compiler [13] are able to simdize the loop in Figure 1. Both analyze the alignment of each memory reference and automatically reorganize data in registers to be aligned to each other. Figure 2 illustrates a successful simdization of the code in Figure 1 using our algorithm. The realigning of data in registers is achieved by shifting right by one value the stream of consecutive data originated from b[i+1] for
In this paper, we address two major limitations of our prior alignment handling technique [6] regarding these two challenges.

- The first limitation is that prior work [6] cannot minimize the number of data reorganizations when dealing with runtime alignment. This is because when generating codes for stream shifts, the compiler must know the direction of a shift, i.e., whether it is a stream shift to the left or right. To accommodate this code generation constraint, the compiler has to resort to a less optimized data reorganization scheme in presence of runtime alignment.

- The second limitation is that prior work [6] does not handle misalignment in the presence of length conversions. A unique property of length conversions is its multiplying effect to data length as if computations are performed on vectors with variable lengths. This violates a fundamental assumption of the previous alignment handling framework, that is, all operations are performed on a uniform vector length.

We propose here a novel technique that addresses both the runtime alignment and the length conversion issues outlined above. The key insight to our solution is that the original memory and computations streams present in a loop can be transformed into equivalent streams that have nicer properties. This in turn enable us to shift them to arbitrary alignments even in the presence of runtime alignment and length conversion. The main contribution of this paper is to detail this transformation step and demonstrate that the same code generation techniques as in prior work [6] can
then be safely applied to the transformed streams. To the best of our knowledge, this is the first framework that is capable of generating efficient codes for arbitrary stream shifts with runtime alignment and length conversion.

Performance evaluation indicates that our technique significantly reduces the overhead of runtime alignment handling during simdization. Comparing performance speedups between simdized and scalar codes generated by our production compiler, we achieve the following speedups of simdization speedup factors over a wide range of loop benchmarks on an Apple Mac G5 with VMX unit. With 4 integers packed in a vector register and with two loads and one store per loop, all of which have runtime alignment, we improve simdization speedup factors from 2.7 (prior art) to 3.2 (our technique), achieving a 19% improvement. We achieve similar improvements over other data types, 34% for 8 shorts packed into a vector and 21% for 16 chars packed into a vector. We also demonstrate significant speedup factors for real benchmarks over sequential execution, e.g., achieving factors of 2.16 and 8.14 for the entire autocor and alphablend applications, respectively.

The remaining of this paper is organized as follows. Section 2 gives an overview of the alignment handling framework in [6]. We then describe our runtime alignment handling technique in Section 3. Section 4 further extends our framework to incorporate length conversion. Then Section 5 integrates everything into our original alignment handling framework. Experiment results are presented in Section 6. Section 7 discusses the related work and we conclude in Section 8.

2 Background

In this section, we give an overview of the alignment handling framework in previous work and highlight some of the key concepts that our technique is based upon.

2.1 Basics Definitions

The alignment handling framework in [6] is based on the concept of streams. A stream represents a sequence of contiguous memory locations that are accessed by a memory reference throughout the lifetime of a loop (as shown in Figure 2 as a sequence of grey boxes). By analogy, a stream is also a sequence of contiguous registers that are produced by an operation over the lifetime of a loop. Vector operations in a loop can be viewed as operations over streams. For example, a vector load consumes a stream of memory and produces a stream of registers. An important property of streams is its stream offset. It is defined as the byte offset of the first desired value in the first register of a stream. Note that the offset of a register stream produced by a vector load is the alignment of the first desired value of the input memory stream (namely the memory address of the first desired value modulo the vector length of the SIMD unit). Figure 2 shows the stream offsets on the right hand side of each stream.

Based on the concept of streams, this framework specifies the alignment constraints of a valid simdization as follows:

- When simdizing a store operation, the byte offset of the data in the vector register must match the memory alignment of the store address. In other words, the offset of the register stream being stored must match the alignment of the store memory stream.
- When simdizing a non-unary operation, data involved in the original computation must reside at the same byte offset in their respective vector registers. In other words, streams involved in the same SIMD operation must have matching offsets.

In the presence of misalignments, a valid simdization can only be achieved by judiciously inserting data reorganization operations to enforce the desired stream offsets. The stream shift operation $vshiftstream(S, c)$ is introduced for this purpose. It shifts all values of a register stream $S$ across consecutive registers of the stream to an offset of $c$. Figure 2 gives examples of shifting streams left and right.

2.2 Overview of Framework

The alignment handling framework is based on placing stream shifts to satisfy the alignment constraint of a valid simdization. It consists of the following two phases.
Phase 1: Data reorganization. This phase takes an expression tree as input and inserts shift operations to satisfy the alignment constraints of SIMD operations. The output is a tree augmented with stream shift operations, such as the ones shown in Figure 5. During this process, different shift placement policies can be applied to minimize the number of shifts generated. Here we only highlight three shift policies that are most relevant to this paper:

Zero-Shift Policy. This policy shifts each misaligned load stream to offset zero, and shifts the store stream from offset zero to the alignment of the store address. Figure 5a shows its resulting simdization for the loop in Figure 1. This is the least optimized policy and is the default policy all the time [13] or for runtime alignment [6].

Eager-Shift Policy. This policy shifts each load stream directly to the alignment of the store. Figure 5b illustrates its resulting simdization for the loop in Figure 1. Its corresponding execution trace is shown in Figure 2.

Lazy-Shift Policy. This policy pushes the shift towards the root of the expression tree as close as possible. Figure 5c illustrates its resulting simdization for loop a[i+3]=b[i+1]+c[i+1].

In general, Eager-Shift inserts fewer stream shifts than Zero-Shift, e.g., 2 versus 3 for the loop in Figure 1. Until now, however, Eager-Shift is only applicable to compile-time alignment [6] due to code generation issues alluded to in the introduction and expanded below. This makes the handling of runtime alignment in prior work less efficient.

Phase 2: Code generation. This phase takes the augmented tree as input and maps generic stream shift operations to native SIMD permutation instructions. In Figure 6, we only illustrate the most basic code generation scheme for stream shift1. For each stream shift in the tree, the algorithm generates a vperm instruction in the generated steady-state loop. Specifically, a vperm(v1,v2,ℓ) selects bytes ℓ, ℓ+1,...,ℓ+V−1 from a double-length vector constructed by concatenating v1 and v2, where V is the vector length. For example, on AltiVec, vperm is mapped to a vec_perm instruction.

Please note two important code generation features that are relevant to this work. First, different code sequences are generated depending on the direction of the shifts. Indeed, shifting streams to the right, like in Figure 6a, requires the code to combine the values from the current register with values from the previous register. Contrast this to the code sequence for a shifting a stream left, like in Figure 6b, where the code must combine the values from the current register with values from the next register.

Second, our algorithm exploits the fact that SIMD loads such as vload b[i+1] have their address truncated to the nearest V address when performing a SIMD load operation.

3 Efficient Runtime Alignment Handling

In this section, the examples have compile time alignments for illustration purpose. However, the proposed algorithm is suitable for runtime alignment because we demonstrate that our algorithm never uses specific alignment information at compile time.

3.1 Problem Illustration and Overall Approach

While Eager-shift works well for stream offsets known at compile time, it does not work for runtime alignment for

---

1Please refer to [6] for details on how to reuse loads feeding to consecutive vperm, handling of partial store, unknown loop bounds, and multiple statements with multiple misalignments.
Let us now derive two new streams, which are constructed by prepending a few values to the original \(b[i+1]\) and \(c[i+3]\) streams so that the new streams start at, respectively, \(b[-1]\) and \(c[1]\). These new streams are shown in Figures 7 with the prepended values in light grey and the original values in dark grey. Using the same definition of the stream offset as before, the offsets of the new memory streams are 12 and 4, respectively.

Consider now the result of shifting the newly prepended memory streams to offset zero. As shown in Figures 7a and 7b, the shifted new streams yield the same sequence of registers as that produced by shifting the original stream (highlighted with dark grey box with light grey circle), as the first values of the original streams, \(b[1]\) and \(c[3]\), land at the desired offset 8 in the newly shifted stream. This holds because the initial values of the new streams were selected precisely as the ones that will land at offset zero in the shifted version of the original streams. Since shifting any stream to offset zero is a left stream shift, by definition, we have effectively transformed an arbitrary stream shift into a left-shift, as shown in Figures 7a and 7b.

### 3.2 Stream Prepend and Stream Skip

In this section, we formally introduce the **stream prepend** operator, which serves as a powerful tool to transforming stream shifts. We use \(\text{Prepend}_W(S, x)\) to denote prepending \(x\) bytes to the beginning of a stream \(S\) of \(W\)-byte wide registers. Note that, the \(W\) associated with prepend is a free variable that can be set to any value. Its introduction is mostly for the handling of length conversion (in the next section). For this section, we always set the value of \(W\) to be \(V\). However, when describing general properties of prepend, we will still use \(W\) instead of \(V\).

Prepending a stream \(S\) by \(x\) bytes is only technically defined for memory streams, where one simply subtracts \(x\) bytes from the memory addresses. Prepending to non-memory streams, namely to register streams, is not directly feasible. However, we provide rules that propagate the prepend operation from an arbitrary register stream to the leaves of its expression tree until all of its memory streams are reached.

We describe below how to perform/propagate stream prepend for the three type of nodes (memory, register computation, and shift stream) present in an expression tree.

- **VLOAD(addr(i))**. This node represents a vector load from a stride-one access \(addr(i)\) where \(addr(i)\) is
truncated at $V$-byte boundary. Therefore,
$$\text{Prepend}_W(v\text{load}(\text{addr}(i)), x) \Rightarrow v\text{load}_W(\text{addr}(i) - x). \quad (D.1)$$
where $v\text{load}_W$ represents a vector load that truncates at $W$-byte boundary.

- $v\text{op}(S_1 \ldots S_n)$. This node represents a generic operation that takes as input register streams $S_1 \ldots S_n$ and produces one output register stream. Thus,
$$\text{Prepend}_W(v\text{op}(S_1 \ldots S_n), x) \Rightarrow v\text{op}(\text{Prepend}_W(S_1, x) \ldots \text{Prepend}_W(S_n, x)). \quad (D.2)$$

- $v\text{shiftstream}(S, t_0)$. This node shifts the register stream $S$ to offset $t_0$, producing a register stream with a stream offset $t_0$. Thus,
$$\text{Prepend}_W(v\text{shiftstream}(S, t_0), x) \Rightarrow v\text{shiftstream}(\text{Prepend}_W(S, x), (t_0 - x) \mod W). \quad (D.3)$$

According to the definition of prepend specified in Equations $(D.1)$ to $(D.3)$, one can prove the following properties of a prepended stream:

$$\text{Offset}(\text{Prepend}_W(S, x)) = (\text{Offset}(S) - x) \mod W \quad (4)$$

$$\text{Length}(\text{Prepend}_W(S, x)) = \text{Length}(S) + x \quad (5)$$

Due to space constraints, the proof of Equations $(4)$ and $(5)$ are omitted.

We also introduce an inverse of the prepend operation, $\text{skip}_W(S, x)$, which skips the first $x$ bytes of stream $S$ of $W$-byte wide registers. While we can derive similar properties for the skip operator as the ones derived for the prepend operator, we use the skip operator mainly for book-keeping purpose and thus will not need such relations.

### 3.3 Transforming Stream Shift to Left-Shift

As illustrated in Section 3.1, an arbitrary stream shift $v\text{shiftstream}(S, x)$ can be converted to a left stream shift to offset zero of a derived stream, one that starts exactly $x$ bytes before the first value of $S$.

**Theorem 1.** An arbitrary register stream $S$ can be shifted to an arbitrary target offset $t_0$ by 1) prepending $t_0$ bytes to a stream $S$ of $V$-byte registers, 2) left-shifting the prepended stream to offset zero, and 3) skipping the first $t_0$ bytes from the resulting stream. No code is required for Step 3 as it is only a book-keeping, nop operation.

The steps in Theorem 1 are illustrated in Figure 8 for our running example. The arbitrary shift stream in Figure 8a is transformed into a prepend/shift/skip tuple in Figure 8b.

The prepend operation is then propagated until it is processed by a memory operation, $b[i+1]$ in Figure 8c. Note that, during this process, we set the free variable $W$ associated with prepend to $V$.

**Proof.** Since $\text{skip}$ is the inverse of $\text{Prepend}$, the following $S_x \equiv \text{Skip}_V(\text{Prepend}_V(S_x, x), x)$ holds for arbitrary stream $S_x$ and amount $x$. Thus we may freely set $S_x$ to be $v\text{shiftstream}(S, to)$ and $x$ to be $t_0$:
$$v\text{shiftstream}(S, t_0) \equiv \text{skip}_V(\text{Prepend}_V(v\text{shiftstream}(S, t_0), t_0), t_0). \quad (6)$$

Using definition $D.3$ to permute $v\text{shiftstream}$ and $\text{Prepend}$, we obtain,
$$v\text{shiftstream}(S, t_0) \equiv \text{skip}_V(v\text{shiftstream}(\text{Prepend}_V(S, t_0), 0), 0). \quad (6)$$

Parsing the left hand side of Equation (6), we note that prepending the original stream $S$ by $to$ bytes allows us to shift the prepended stream $\text{Prepend}_V(S, t_0)$ to offset 0. From previous work [6], we know that shifting an arbitrary stream to offset zero can always be implemented by a shift-left code sequence. Furthermore, when $to$ bytes are skipped from the resulting shifted stream, we have the exact same stream $S$, as indicated by the right hand side of Equation (6).

The last statement to prove is that Step 3 does not require code. Since Step 2 always produces a stream of offset zero, Step 3 always skips $to$ bytes from offset zero. By definition, the offset $to$ satisfies $0 \leq to < V$. Thus, Step 3 never skips a whole vector register, only a few elements in that first register. As long as it is only a few elements in a register that need to be skipped, there is no need to issue code to erase such values; we must simply keep track of which one they are and not use them in the final store operation.

### 4 Handling Length Conversion

A **length conversion** represents any operation that converts a value of one length to a value of a different length.
The most common length conversions occur in data conversions between types of different sizes.

4.1 Stream Pack and Unpack

We define two new stream operations to represent length conversions in our tree representation:

- \texttt{VPACK}(S, f). This operation packs a stream $S$ by a factor $f$. For example, a conversion from 4- to 2-byte data types is a stream pack with a factor of 2.

- \texttt{VUNPACK}(S, f). This operation unpacks stream $S$ by a factor $f$. For example, conversion from 4 to 8 byte data types is a stream unpack with a factor of 2.

The uniqueness of stream pack and unpack is their ability to scale stream offsets and lengths. This can be formally expressed as,

\[
\text{Offset}(\text{VPACK}(S, f)) = \text{Offset}(S)/f \\
\text{Length}(\text{VPACK}(S, f)) = \text{Length}(S)/f \\
\text{Offset}(\text{VUNPACK}(S, f)) = \text{Offset}(S) \times f \\
\text{Length}(\text{VUNPACK}(S, f)) = \text{Length}(S) \times f.
\]

Such scaling effect also applies to the implementation of prepend. Recall in Section 3 that a prepend to a register stream has to be propagated to the leaves of the expression tree until a memory stream is reached. We define the sinking of prepend past a stream pack and unpack node as follows:

\[
\text{Prepend}_W(\text{VPACK}(S, f), x) \Rightarrow \text{VPACK}(\text{Prepend}_W* f(S, x \times f), f) \quad (D.7)
\]

\[
\text{Prepend}_W(\text{VUNPACK}(S, f), x) \Rightarrow \text{VUNPACK}(\text{Prepend}_W/S, f) \quad (D.8)
\]

where in (D.8), $W$ and $x$ must be divisible by $f$.

Note that packing and unpacking not only scale the amount being prepended, $x$, but also the register width associated with the prepend, $W$. Both scalings are necessary to ensure that, in the presence of stream pack and unpack, the properties of a prepended stream can still be computed by (4) and (5).

4.2 Problem Illustration and Overall Approach

The scaling effects of stream pack and unpack introduce two new problems to the runtime alignment handling scheme presented in Section 3. These two problems forces us to break the $W = V$ assumption made in Section 3.

1. Due to the scaling of stream offsets, stream shifts inserted by the data reorganization phase may contain runtime offsets that are greater than $V$. This causes problem because one cannot generate code to shift a stream by a runtime value that may be more than $V$.

   Note that Theorem 1 states that any stream shift $\text{VSHIFTSTREAM}(S, to)$ can be normalized to $\text{VSHIFTSTREAM}(\text{Prepend}_W(S, to), 0)$. According to Equation (4), the offset of the prepended stream is $(\text{Offset}(S) - to) \mod W$. Therefore, to guarantee that the normalized stream is shifted by no more than $V$ bytes, we must instantiate $W$ carefully so that it satisfies the $W \leq V$ condition.

2. According to the definition of prepend in D.1, the actual prepend happens at memory stream only, i.e.,

\[
\text{Prepend}_W(\text{VLOAD}(addr(i)), x) \Rightarrow \text{VLOAD}_W(addr(i) - x).
\]
Recall that the address truncation at vector load is determined by the $W$ associated with the prepend. Since $W$ can be scaled when propagating the prepend past stream pack/unpack nodes, it can be a value different from $V$. This causes problems in code generation because the hardware only supports $V$-byte address truncation.

The solution to this problem is to perform non $V$-byte truncation. Let us consider the following two cases.

- When $W > V$ and $W$ is divisible by $V$, then $\text{Prepend}_{W}(\text{VLoad}(\text{addr}(i)), x)$ can be implemented as,
  \[
  \text{VLoad}(\text{addr}(i) - x - (\text{addr}(i) - x) \mod W).
  \]
- When $W < V$ and $W$ is divisible by $V$, then $\text{Prepend}_{W}(\text{VLoad}(\text{addr}(i)), x)$ can be implemented as,
  \[
  \text{VShiftStream}(\text{VLoad}(\text{addr}(i) - x), \text{addr}(i) - x \mod W).
  \]

Note that, the second case introduces an additional stream shift. Therefore, in general, we should avoid prepending a memory node with $W < V$.

The solutions to both problems are intertwined. They both rely on choosing the right $W$ associated with the prepend during stream normalization. On the one hand, the $W$ associated with the prepend must be small enough to satisfy $W \leq V$ in order to ensure a normalized stream be shifted by no more than $V$ bytes. On the other hand, the $W$ associated with the prepend should be large enough so that the $W'$ associated with the prepend after being propagated to memory nodes satisfies $W' \geq V$ to avoid the introduction of additional stream shifts.

Consider the example of $a[i+5] = \text{(short)}b[i+3]$ where $a$ is an array of short and $b$ is an array of int. Figures 9a and 9b illustrate the streams of a valid simulation of the loop. One can observe that the computations above the \text{vpack} are operating on \text{int} with 4 values per vector register. Below the \text{vpack}, however, the computations are operating on \text{short} with 8 values per vector register.

The conditions faced when selecting the $W$ value associated with the shift streams are shown in Figure 9c. Starting at the shift stream, Condition C2 indicates that $W \leq 16$. Propagating $W$ through the pack node, we get that no overhead are incurred if Condition C1 is satisfied, i.e., $W' = 2W \geq 16$. In this case, selecting $W$ as 8 satisfies both conditions. The prepend amount can now be computed, and is shown in Figure 9d.

Figure 10a illustrates an example with $a[i+1] = (\text{int})c[i+3]$ where $a$ is an array of int and $c$ is an array of short. The conditions faced when selecting the $W$ values associated with the shift streams are illustrated in Figure 10b. This is a case where we cannot satisfy the conditions at the shift ($W \leq 16$) and at the load ($W' = W/2 \geq 16$) at the same time.

Note that this problem can be alleviated by a small change to the shift stream placement policy. Consider the $W$ associated with a stream shift and a final $W'$ after this prepend is propagated to one of its memory nodes. This $W'$ is determined by the pack and unpack nodes traversed during prepend propagation. We can easily prove that when $W > W'$, we can not find a $W$ that satisfies both conditions mentioned above. Fortunately, we may alter the shift placement policy to avoid such conditions, namely we avoid inserting stream shift where there is an unpack node between itself and memory node, and where there is no other stream shifts in between.

5 Putting it All Together

This section explains how to incorporate the new runtime alignment handling and length conversion handling into the three phases of the framework. The new alignment handling framework now consists of the following three phases.

Phase 1: Data reorganization is augmented from the data reorganization phase described in Section 2.2 with several additional considerations. First of all, Eager-Shift and Lazy-Shift can be applied to runtime alignment, and all shift policies can be applied to expression trees with length conversions. Secondly, when propagating stream offsets, e.g., propagating the alignment of the store to the load during an Eager-Shift, the stream offset needs to be scaled up (down) by the packing factor when passing pack and unpack nodes. Thirdly, we should avoid placing a stream shift into a tree such that there is an unpack between this node and the memory node and no other stream shifts in between. Lastly, when there is a degree of freedom to place stream shift at either end of a length conversion, a more efficient policy should place the stream shift at the shorter end.
PrependStream(src, to, W)
    if n ≡ VLOAD(addr(i))
        return VLOADW(addr(i) − to)
    if n ≡ VOP(srci, ..., src0)
        for (k = 1..n) src_k ← PrependStream(src_k, to, W)
        return VOP(srci, ..., src0)
    if n ≡ VSTREAMSHIFT(src, to)
        return VSHIFTSTREAM(PrependStream(src, to, W'), 0)
    if n ≡ VPACK(src, f)
        return VPACK(PrependStream(src, to/f, W*f), f)
    if n ≡ VUNPACK(src, f)
        return VUNPACK(PrependStream(src/to/f, W/f), f)

NormalizeShift(n)
    if n ≡ VSTORE(addr(i), src)
        return VSTORE(NormalizeShift(src))
    if n ≡ VLOAD(addr(i)) return VLOAD(addr(i))
    if n ≡ VOP(srci, ..., src0)
        for (k = 1..n) src_k ← NormalizeShift(src_k)
        return VOP(srci, ..., src0)
    if n ≡ VSTREAMSHIFT(src, to)
        src' ← PrependStream(src, to, W)
        return VSHIFTSTREAM(NormalizeShift(src'), 0)
    if n ≡ VPACK(src, f)
        return VPACK(NormalizeShift(src, f))
    if n ≡ VUNPACK(src, f)
        return VUNPACK(NormalizeShift(src, f))

Figure 11. Normalization of Stream Shift.

Phase 2: Stream shift normalization is a new phase that “normalizes” any stream shift in the augmented tree produced by the data reorganization phase into a stream left-shift. Figure 11 gives the algorithm for normalizing stream shift in an expression tree. The W values associated with a stream shift node are selected so that they are valid (W ≤ V at stream shift nodes) and minimize overheads (W' ≥ V at memory nodes).

Phase 3: Code generation remains the same as described in Section 2.2 except that it ignores the Skip operation during code generation. Note that, after pushing Prepend towards memory streams (as shown in Figure 8c), Prepend is not present in the expression tree produced by the shift normalization phase. Therefore, no handling of Prepend is needed in this phase. In addition to that, vpack and vunpack operations need to be mapped to native permutation instructions. On Altivec, for example, vpack and vunpack can be mapped directly to vec_pack and vec_unpack. On other platforms, these operations can be mapped to permutation instructions where the permutation mask can be computed from the packing factor3.

6 Evaluation and Experimental Results

6.1 Compiler Infrastructure and Testing Platform

The proposed simdization algorithm is implemented in IBM’s XL production compiler. Prior to simdization, the compiler applies high-level optimizations such as loop distribution (to split parts that cannot be simdized), if conversion (to remove control flow), and loop versioning (to create multiple versions of a loop). After simdization, it invokes further high-level optimizations such as loop fusion and loop unrolling, as well as traditional backend optimizations.

Our simdization infrastructure currently simdizes innermost loops with stride-one memory accesses as well as induction, reduction, and private variables. It performs inter-procedural alignment analysis to obtain accurate alignment information. It simdizes multiple statement loops with arbitrary combinations of data types and compile-time/runtime alignments/loop bounds. It attempts to minimize redundant sign extensions to reduce unnecessary packing/unpacking overhead.

Measurements are performed on an IBM PowerPC PPC970 processor with full SIMD VMX support as found on an Apple PowerMac G5. In addition to 5 scalar units (2 fix point, 2 floating point, and 1 branch), it provides 2 SIMD units (1 arithmetic and 1 permute) and 32 additional 16-byte wide vector registers. The SIMD units support vectors of char, short, int, and float. The two memory units are shared between the scalar and vector units. In vector mode, the memory units support only 16-byte aligned memory accesses. Instructions are dispatched in groups of up to 5 instructions.

Performance is reported as a speedup factor4 achieved by the automatically simdized loop over the sequential version of the same loop compiled at the same optimization level.

6.2 Evaluation of Alignment Overhead

We first investigate the performance impact of both compile time and runtime data misalignment on a synthesized benchmark of loops that exhibits a high ratio of misaligned data references to computations. We analyze the simdization speedup factors along three orthogonal dimensions: 3 data sizes, compile time/runtime alignments, and 3 shift placement policies. For each point, we report the harmonic mean over 50 loops with identical characteristics (2 loads, 1 add, 1 store) but different memory alignments (random, 50% bias toward one random alignment in each loop).

---

3One can further optimize the code generation by combining pairs of consecutive pack/unpack and shift operations into a single permutation in-

4Speedup factor is the ratio of the times for a non-simdized loop over the simdized loop. Time is measured with hardware counters and includes branching, address computation, and extra setup for simdized computation overheads. Memory effects are minimized by warming up the cache and sizing the data to fit in one L1 cache set.
Figure 12. Simdization speedups for loops with high fraction of misaligned references.

The results in Figure 12 are first grouped in data sizes (int, short, and char). Within each size group, the measurements are then grouped into compile time alignment (CT) and runtime alignment (RT). Individual bars in a group correspond to the Zero-, Eager-, and Lazy-Shift placement policies.

Figure 13. Simdization speedups for representative kernels.

We report in Figure 13 the speedup factor achieved by each kernel with and without the proposed runtime alignment and length conversion support. The horizontal bold line above each group of bars indicates an empirical maximum speedup achieved by a similar kernel where memory accesses were forced to be aligned.

Numerical.saxpy is a numerical blas routine computing \( \alpha \times X + Y \) where \( X \) and \( Y \) are single precision vectors. The empirical maximum speedup factor of 2.24 is between the maximum floating-point speedup factor of 2 (2 scalar arithmetic units versus 4 values in 1 SIMD arithmetic unit) and memory speedup factor of 4 (2 scalar memory units versus 4 values in 2 SIMD memory units). The achieved speedups are much lower, due to a memory disambiguation problem in our backend that only affects the SIMD code.

Numerical.swim is a kernel extracted from a loop accounting for 29% of the total execution time of the SPEC95 swim benchmark (code shown in Figure 3). Misaligned data accesses are runtime because of the 513 by 513 array dimensions (513 floats are not a multiple of 16 bytes). We could not obtain an empirical maximum speedup factor because some of the streams in the loop are misaligned with non-scalar data. The speedup factor increases from 1.21 to 1.38 thanks to a reduction in the number of stream shifts from 26 to 18.

Tcp/ip.checksum is a communication routine that verifies...
6.4 Application Results

We report in Figure 14 the speedup factors ranging from 1.02 to 2.16 achieved by simdazing 9 benchmarks, including three of SPEC FP programs (tomcatv, autocor, and linpack) are manually converted to use single-floating point. The next benchmarks indicate more promising speedup. Bzip2 and vortex achieve minor speedups because the simdized loops do not significantly contribute to the overall performance. The hot loops in loop have a slow performance improvement. The hot loops in use 513 by 513 arrays, making such references intensive, with several of the simdized loops making such references run-time alignment, conversion, and reduction. In summary, the simdization process can lead to significant performance gains, but the overhead of alignment and conversion must be considered. Finally, only a few reduction loops from vitelui and the next benchmarks indicate more promising speedup factors. In summary, the simdization process can lead to significant performance gains, but the overhead of alignment and conversion must be considered.
was discussed in [9, 2]. The loop peeling scheme is equivalent to the Eager-Shift policy with the restriction that all memory references in the loop must have the same misalignment.

Direct code generation for misaligned references has been discussed by several prior works in the context of VIS [4] and SSE2 [2]. Their methods are equivalent to Zero-Shift but are not discussed in the context of general misalignment handling. Furthermore, neither [4] nor [2] exploit the reuse when aligning a stream of contiguous memory. As shown in [6], lack of exploiting the reuse may result in a performance slowdown of more than a factor of 2.

8 Conclusion

This paper addresses two important limitations of the alignment framework proposed by [6], i.e., inefficient handling of runtime alignment and a lack of support for length conversion.

In this paper, we propose a novel technique to efficiently shift arbitrary streams to an arbitrary offset, regardless whether the alignments or offsets are known at the compile time or not. This technique enables the application of the more advanced alignment optimizations such as Eager- and Lazy-Shift policies to runtime alignment. This enablement has a significant impact on runtime alignment performance. On a G5 machine with a 16-byte wide VMX/Altivec unit, our technique demonstrates a 19% - 34% improvement of performance over prior art on a benchmark stressing the impact of misaligned data.

We address the second limitation by supporting length conversion in alignment handling. In this paper, length conversion is discussed in the context of data conversions. However, our approach is general enough to abstract the length conversion nature of any operation that consumes streams of one length and produces a stream of a different length. Putting it all together, we demonstrated speedup factors from 1.02 to 8.14 for real benchmarks over sequential execution.
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