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What is Big Data?
What is Big Data?

- **Big data** usually includes data sets with sizes beyond the ability of commonly used software tools to capture, curate, manage, and process data within a tolerable elapsed time.

- **Big data** "size" is a constantly moving target, as of 2012 ranging from a few dozen terabytes to many petabytes of data.

- **Big data** is a set of techniques and technologies that require new forms of integration to uncover large hidden values from large datasets that are diverse, complex, and of a massive scale.

(From Wikipedia)
What is Big Data?

- **Volume.**
- **Value.**
- **Variety.**
- **Velocity** - the speed of generation of data.
- **Variability** - the inconsistency which can be shown by the data at times.
- **Veracity** - the quality of the data being captured can vary greatly.
- **Complexity** - data management can become a very complex process, especially when large volumes of data come from multiple sources.

(From Wikipedia)
How to analyze Big Data?

KEEP CALM AND ANALYZE BIG DATA
Map/Reduce
Map/Reduce

- MapReduce is a framework for processing **parallelizable** problems across huge datasets using a large number of computers (nodes), collectively referred to as a **cluster**.

- **Map step**: Each worker node applies the "map()" function to the local data, and writes the output to a temporary storage. A master node orchestrates that for redundant copies of input data, only one is processed.

- **Shuffle step**: Worker nodes redistribute data based on the output keys (produced by the "map()" function), such that all data belonging to one key is located on the same worker node.

- **Reduce step**: Worker nodes now process each group of output data, per key, in parallel.

(From Wikipedia)
Basic Example: Word Count  (Spark & Python)

```python
> lines = sc.textFile("hamlet.txt")
> counts = lines.flatMap(lambda line: line.split(" "))
  .map(lambda word => (word, 1))
  .reduceByKey(lambda x, y: x + y)
```

---

**Diagram:**

```
"to be or"
    └── "to"
        └── (to, 1)
             (be, 1)
             (or, 1)
          └── (be, 2)
             (not, 1)

"not to be"
    └── "not"
        └── (not, 1)
             (to, 1)
             (be, 1)
          └── (or, 1)
```

---

**APACHE SPARK**

Making Interactive Big Data Applications Fast AND Easy
Holden Karau (with thanks to Pat!)
Basic Example: Word Count  (Spark & Scala)

```scala
> val lines = sc.textFile("hamlet.txt")
> val counts = lines.flatMap(_.split(" "))
  .map((_, 1))
  .reduceByKey(_ + _)
```

**Diagram:**
```
"to be or"  --->  "to"  --->  "be"  --->  "or"
              |                  |                |
              |
       (to, 1) | (be, 1)  | (or, 1)       |
       (be, 2)| (not, 1) |
       (or, 1)| (to, 2)  |

"not to be"  --->  "not"  --->  "to"  --->  "be"
              |                  |                |
              |
       (not, 1)| (to, 1)  | (be, 1)       |
```

**Apache Spark**
Making Interactive Big Data Applications Fast AND Easy
Holden Karau (with thanks to Pat!)
Map/Reduce – Parallel Computing

- No dependency among data
- Data can be split into equal-size chunks
- Each process can work on a chunk
- Master/worker approach

- **Master:**
  - Initializes array and splits it according to # of workers
  - Sends each worker the sub-array
  - Receives the results from each worker

- **Worker:**
  - Receives a sub-array from master
  - Performs processing
  - Sends results to master
MapReduce: what happens in between?

- **Map**
  - Grab the relevant data from the source (parse into key, value)
  - Write it to an intermediate file

- **Partition**
  - Partitioning: identify which of \( R \) reducers will handle which keys
  - Map partitions data to target it to one of \( R \) Reduce workers based on a partitioning function (both \( R \) and partitioning function user defined)

- **Sort**
  - Fetch the relevant partition of the output from all mappers
  - Sort by keys (different mappers may have output the same key)

- **Reduce**
  - Input is the sorted output of mappers
  - Call the user *Reduce* function per key with the list of values for that key to aggregate the results
MapReduce: the complete picture
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Map/Reduce History

- **Invented by Google:**
  - Inspired by functional programming languages map and reduce functions
  - Seminal paper: Dean, Jeffrey & Ghemawat, Sanjay (OSDI 2004), "MapReduce: Simplified Data Processing on Large Clusters"
  - Used at Google to completely regenerate Google's index of the World Wide Web.
  - It replaced the old ad-hoc programs that updated the index and ran the various analysis

- **Uses:**
  - distributed pattern-based searching, distributed sorting, web link-graph reversal, term-vector per host, web access log stats, inverted index construction, document clustering, machine learning, statistical machine translation

- **Apache Hadoop:** Open source implementation matches Google’s specifications
- **Amazon Elastic MapReduce** running on Amazon EC2
Amazon Elastic MapReduce

HDFS Architecture

Source: http://hadoop.apache.org/docs/r1.0.4/hdfs_design.html
Hadoop & Object Storage

- Implement Hadoop FileSystem API
- Leave MapReduce framework unchanged
  - => no changes needed for user applications
  - => work with Hadoop based technologies
    - Hive, Pig Latin, HBase, Jaql, and others

Hadoop FileSystem API
(create, open, close, read, write, seek, get block locations…)

Hadoop Distributed File System (HDFS)
S3FileSystem
CDMI FileSystem
Swift

*Advanced Topics on Storage Systems* - Spring 2014, Tel-Aviv University
http://www.eng.tau.ac.il/semcom
Apache Spark

- **Apache Spark™** is a fast and general open-source engine for large-scale data processing.

- Includes the following libraries: SPARK SQL, SPARK Streaming, MLlib (Machine Learning) and GraphX (graph processing).

- Spark capable to run programs up to 100x faster than Hadoop MapReduce in memory, or 10x faster on disk.

- Spark can run on Apache Mesos or Hadoop 2's YARN cluster manager, and can read any existing Hadoop data.

- Written in Scala language (a ‘Java’ like, executed in Java VM)

- Apache Spark is built by a wide set of developers from over 50 companies. Since the project started in 2009, more than 400 developers have contributed to Spark.
Spark vs. Hadoop

![Diagram showing the comparison between Hadoop and Spark in terms of processing iterations and running time.]

Resilient Distributed Datasets
A Fault-Tolerant Abstraction for In-Memory Cluster Computing
Matei Zaharia et al.
Usenix NSDI '12
Spark Cluster

- Spark applications run as independent sets of processes on a cluster, coordinated by the SparkContext (SC) object in your main.
- SC can connect to several types of resource *cluster managers* (either Spark’s own standalone cluster manager or Mesos/YARN), which allocate resources across applications.
- Once connected, Spark acquires *executors* on nodes in the cluster, which are worker processes that run computations and store data for your application. Next, it sends your application code (JAR or Python files) to the executors. Finally, SC sends *tasks* for the executors to run.
Spark Cluster Example: Log Mining

```scala
val lines = spark.textFile("hdfs://...")
val errors = lines.filter(_.startsWith("ERROR"))
val messages = errors.map(_.split('\t')(2))
messages.cache()

messages.filter(_.contains("mysql")).count()
messages.filter(_.contains("php")).count()
```
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Spark Cluster Example: Log Mining
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Spark RDD

Write programs in terms of **transformations** on distributed datasets

**Resilient Distributed Datasets**
- Immutable, partitioned collections of objects spread across a cluster, stored in RAM or on Disk
- Built through lazy parallel transformations
- Automatically rebuilt on failure

**Operations**
- Transformations (e.g. map, filter, groupBy)
- Actions (e.g. count, collect, save)
Spark & Scala: Creating RDD

# Turn a Python collection into an RDD
>sc.parallelize([1, 2, 3])

# Turn a Scala collection into an RDD
>sc.parallelize(List(1, 2, 3))

# Load text file from local FS, HDFS, or S3
>sc.textFile("file.txt")
>sc.textFile("directory/*.txt")
>sc.textFile("hdfs://namenode:9000/path/file")
Spark & Scala: Basic Transformations

```scala
>val nums = sc.parallelize(List(1, 2, 3))

// Pass each element through a function
>val squares = nums.map(x: x*x) // {1, 4, 9}

// Keep elements passing a predicate
>val even = squares.filter(x => x % 2 == 0) // {4}

// Map each element to zero or more others
>nums.flatMap(x => 0.to(x))
//=> {0, 1, 0, 1, 2, 0, 1, 2, 3}

// Pass each partition through a function
>val squares = nums.mapPartition(x => x.map(x * x)) // {14, 9}
```
Spark & Scala: Basic Actions

```scala
> val nums = sc.parallelize(List(1, 2, 3))

// Retrieve RDD contents as a local collection
> nums.collect() //=> List(1, 2, 3)

// Return first K elements
> nums.take(2) //=> List(1, 2)

// Count number of elements
> nums.count() //=> 3

// Merge elements with an associative function
> nums.reduce{case (x, y) => x + y} //=> 6

// Write elements to a text file
> nums.saveAsTextFile("hdfs://file.txt")
```
Spark & Scala: 
Key-Value Operations

```scala
> pets = sc.parallelize(
    List(("cat", 1), ("dog", 1), ("cat", 2)))
> pets.reduceByKey(_ + _)
    //=> ((cat, 3), (dog, 1))
> pets.groupByKey()  //=>  {(cat, [1, 2]), (dog, [1])}
> pets.sortByKey()   //=>  {(cat, 1), (cat, 2), (dog, 1)}
```
Example: Spark Map/Reduce

Goal:
Find number of distinct names per "first letter".

| Ahir | Pat | Andy |
Example:
Spark Map/Reduce

Goal:
Find number of distinct names per "first letter".

```
res0 = [(A, 2), (P, 1)]
```
Example: Spark Map/Reduce

Goal: Find number of distinct names per “first letter”

```scala
sc.textFile("hdfs:/names")
  .map(name => (name.charAt(0), name))
  ..groupByKey()
  .mapValues(names => names.toSet.size)
  .collect()
```

```
res0 = [(A, 2), (P, 1)]
```
Example: Page Rank

Popular algorithm originally introduced by Google
Example: Page Rank

PageRank Algorithm

- Start each page with a rank of 1
- On each iteration:

  A. \[ contrib = \frac{curRank}{|neighbors|} \]

  B. \[ curRank = 0.15 + 0.85 \sum_{neighbors} contrib_i \]
PageRank Example
\[ A = \begin{bmatrix} 0 & 0.5 & 1 & 0.5 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.5 \\ 0 & 0.5 & 0 & 0 \end{bmatrix} \]

\[ V = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix} \]

\[ B = 0.85 \times A \]

\[ U = 0.15 \times V \]

\[ B \times V + U = ? \]
A = \[
\begin{bmatrix}
0 & 0.5 & 1 & 0.5 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.5 \\
0 & 0.5 & 0 & 0
\end{bmatrix}
\]

V = [1] [1] [1] [1]

B = 0.85*A
U = 0.15*V

B*V+U = [1.85] [1.0] [0.575] [0.575]
\[ \mathbf{A} = \begin{bmatrix} 0 & 0.5 & 1 & 0.5 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.5 \\ 0 & 0.5 & 0 & 0 \end{bmatrix} \]

\[ \mathbf{V} = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix} \]

\[ \mathbf{B} = 0.85 \mathbf{A} \]

\[ \mathbf{U} = 0.15 \mathbf{V} \]

\[ \mathbf{B} \cdot (\mathbf{B} \cdot \mathbf{V} + \mathbf{U}) + \mathbf{U} = ? \]
\[
\begin{bmatrix}
0 & 0.5 & 1 & 0.5 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.5 \\
0.5 & 0 & 0 & 0
\end{bmatrix}
\]

\[A = \begin{bmatrix} 1 \end{bmatrix} \]

\[V = \begin{bmatrix} 1 \end{bmatrix} \]

\[B = 0.85 \times A \]
\[U = 0.15 \times V \]

\[B\times(B\times V + U) + U = \begin{bmatrix} 1.31 \end{bmatrix} \]
\[1.72 \]
\[0.39 \]
\[0.58 \]

\[B\times(B\times(B\times V + U) + U) + U = \ldots \]
A = \[
\begin{bmatrix}
0 & 0.5 & 1 & 0.5 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.5 \\
0 & 0.5 & 0 & 0 \\
\end{bmatrix}
\]

V = \[
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
\end{bmatrix}
\]

B = 0.85*A
U = 0.15*V

At the k-th step:
\[B^k \ast V + (B^{k-1} + B^{k-2} + \ldots + B^2 + B + I) \ast U = B^k \ast V + (I - B^k) \ast (I - B)^{-1} \ast U\]

For k=10:
[1.43]
[1.37]
[0.46]
[0.73]
\[ A = \begin{bmatrix} 0 & 0.5 & 1 & 0.5 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.5 \\ 0 & 0.5 & 0 & 0 \end{bmatrix} \]

\[ V = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix} \]

\[ B = 0.85*A \]
\[ U = 0.15*V \]

Where \( k \) goes to infinity:

\[
(I-B)^{-1}*U = \begin{bmatrix} 1.44 \\ 0.46 \\ 0.73 \end{bmatrix}
\]

\[
B^k*V \rightarrow 0
\]

\[
B^k*V + (I-B^k)*(I-B)^{-1}*U \rightarrow (I-B)^{-1}*U
\]
\[
A = \begin{bmatrix}
0 & 0.5 & 1 & 0.5 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.5 \\
0 & 0.5 & 0 & 0
\end{bmatrix} \quad \text{B} = 0.85 \cdot A
\]

- Characteristic polynomial of A:
  \[x^4 - 0.5x^2 - 0.25x - 0.25\]
- A is diagonalizable,
- 1 is the largest eigen value of A (in its absolute value),
- 1 corresponds to the eigen vector:
  \[
  E = \begin{bmatrix}
  1.0 \\
  1.0 \\
  0.25 \\
  0.5
  \end{bmatrix}
  \]

Where k goes to infinity:
\[A^k \cdot V \to cE\]
\[B^k \cdot V \to 0\]
Example: Page Rank

• Rank of each page is the probability of landing on that page for a random surfer on the web

• Probability of visiting all pages after k steps is

\[ V_k = A^k \times V^t \]

\( V \): the initial rank vector
\( A \): the link structure (sparse matrix)

• Each page is identified by its unique URL rather than an index

• Ranks vectors \((V)\): RDD[([URL, Double])]

• Links matrix \((A)\): RDD[([URL, List(URL)])]
Example:
Page Rank

```scala
val links = // load RDD of (url, neighbors) pairs
var ranks = // load RDD of (url, rank) pairs

for (i <- 1 to ITERATIONS) {
  val contribs = links.join(ranks).flatMap {
    case (url, (links, rank)) =>
      links.map(dest => (dest, rank/links.size))
  }
  ranks = contribs.reduceByKey(_ + _)
  .mapValues(0.15 + 0.85 * _)
}

ranks.saveAsTextFile(...)
```

// Load the edges as a graph
val graph = GraphLoader.edgeListFile(sc, "graphx/data/followers.txt")

// Run PageRank
val ranks = graph.pageRank(0.0001).vertices
```
Spark Platform
Spark Platform: GraphX

graph = Graph(vertexRDD, edgeRDD)
graph.connectedComponents() # returns a new RDD
Spark Platform: MLLib

```python
model = LogisticRegressionWithSGD.train(trainRDD)
dataRDD.map(point => model.predict(point))
```
Spark Platform: Streaming

dstream = spark.networkInputDataStream()
dstream.countByWindow(Seconds(30))
Spark Streaming

- Spark Streaming is an extension of the core Spark API that allows high-throughput, fault-tolerant stream processing of live data streams.

- Spark Streaming receives live input data streams and divides the data into batches, which are then processed by the Spark engine to generate the final stream of results in batches.
Spark Platform: SQL

\[
\text{rdd} = \text{sql} \left\{ \text{select * from rdd1 where age > 10} \right\}
\]
Machine Learning: K-Means clustering

1. k initial "means" (in this case k=3) are randomly generated within the data domain (shown in color).
2. k clusters are created by associating every observation with the nearest mean. The partitions here represent the Voronoi diagram generated by the means.
3. The centroid of each of the k clusters becomes the new mean.
4. Steps 2 and 3 are repeated until convergence has been reached.

(from Wikipedia)
Example:
Spark MLLib & Geolocation

Goal:
Segment tweets into clusters by geolocation using Spark MLLib K-means clustering

Example:
Spark MLLib & Geolocation

To run the k-means algorithm in Spark, we need to first read the csv file

```scala
val sc = new SparkContext("local[4]", "kmeans")
// Load and parse the data, we only extract the latitude and longitude of each line
val data = sc.textFile(arg)
val parsedData = data.map {
  line =>
    Vectors.dense(line.split(',').slice(0, 2).map(_.toDouble))
}
```

Then we can run the spark kmeans algorithm:

```scala
val iterationCount = 100
val clusterCount = 10
val model = KMeans.train(parsedData, clusterCount, iterationCount)
```

From the model we can get the cluster centers and group the tweets by cluster:

```scala
val clusterCenters = model.clusterCenters map (_.toArray)
val cost = model.computeCost(parsedData)
println("Cost: " + cost)
val tweetsByGoup = data map {
  line =>
    Vectors.dense(line.split(',').slice(0, 2).map(_.toDouble))
}.groupBy{rdd => model.predict(rdd)}
.collect()
sc.stop()```
Example:
Spark MLLib & Geolocation

The Next Generation...

https://amplab.cs.berkeley.edu/software/
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